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DM Workshops

1. SLAC, March 16-18, 2004
• ~100 Participants
• Focus on Needs, Technology, Gaps

2. SLAC, April 20-22, 2004
• ~30 participants
• Focus on common understanding of how to 

structure a report

3. Chicago, May 24-26, 2004
• ~80 participants
• Focus on gathering input to report.
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Overview (1)

• Science, like business, national security and even 
everyday life, is becoming more and more data 
intensive.

• In many sciences the data-management challenge 
already exceeds the compute-power challenge in its 
needed resources.

• Leadership in applying computing to science will 
necessarily require both world-class computing and 
world-class data management. 
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Overview (2)

• Data and Information threaten to overwhelm:
– Simulation-driven science;

– Experiment/Observation-driven science;

– Information-intensive science.

• DOE ASCR has been doing relatively little 
about this.

• Some “application sciences” are doing much 
more, but in an largely uncoordinated just-
enough-to-survive mode.
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Office of Science
Data Management Workshops

One View
• Determine application science needs;

• Determine what is, and will be available 
from technology and computer science;

• Document the Gaps;

• Design a Program that will be able to 
address current and future gaps.
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Office of Science
Data Management Workshops

Another View
• Data-challenged scientists find out they are not alone – at least 

they have each other;

• Data-challenged scientists have problems understanding CS 
gobbledygook
(ontology – AARRGGHHH);

• Everyone realizes that its both fun and important to bridge this
gap;

• CS types have lots of fun promoting all their ideas;

• Strong consensus for a new program with emphasis on 
application-CS collaboration.
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Workshop 1
The Data-Challenged Perspective
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Report Highlights
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Existing Data-Management Funding
Project or Activity DOE CS 

Funding 
$M/year 

DOE Application-
Science Funding 

$M/year 

Data-
Management as 
fraction of total 

SciDAC: Scientific Data 
Management ISIC 

3.0 100%

SciDAC: Particle Physics Data 
Grid 

1.5 1.7 30%

SciDAC: High-Performance 
Data Grid Toolkit 

0.8 50%

SciDAC: DOE Science Grid 1.9 10%

SciDAC: Fusion Collaboratory 1.8 20%

SciDAC: Earth System Grid II 1.8 0.4 100%

SciDAC: Logistical 
Networking1 

0.4 70%

Collaboratory for Multi-Scale 
Chemical Science 

1.9   65%

Storage Resource Management 
for Data Grid Applications 

0.5 100%

Scientific Annotation 
Middleware 

0.6 100%

Astronomy and Astrophysics 0.5 100%

Biology 2.0 100%

Climate 4.0 100%

Chemistry/Combustion 0.5 100%

Fusion 0.5 100%

High Energy Physics  5.0 100%

Nuclear Physics 1.0 100%

Nanoscience 0.5 100%

TOTAL Existing Activity 8.82 14.91 100%
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Computer Science Areas
1 Workflow, dataflow, data transformation
1.1 Workflow specification
1.2 Workflow execution in distributed systems
1.3 Monitoring of long-running workflows
1.4 Adapting components to the framework

2 Metadata, data description and logical organization
2.1 Data Format and Model Description
2.2 Managing Metadata
2.3 Using Data Descriptions and Relationships

3 Efficient access and queries, data integration
3.1 Large-scale feature-based Indexing
3.2 Query processing over files
3.3 Data integration

4 Distributed data management, data movement, networks
4.1 Data Placement
4.2 Replica management and movement
4.3 Dataflow between components
4.4 Multi-resolution data movement
4.5 Networking with embedded storage/computation
4.6 Security – authorization for data access and resource usage, integrity

5 Storage and caching
5.1 Storage Technology
5.2 Parallel I/O: High-performance data access for computational science
5.3 I/O Access Patterns: Tuning systems for large working sets
5.4 Dynamic data storage and caching

6 Data Analysis, Visualization, and Integrated Environments
6.1 Data Analysis
6.2 Visualization
6.3 Integrated Environments
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Priorities
Nanoscience

Fusion

Combustion

Climate

Biology

Astrophysics

Overall Priorities: Simulation-Driven Sciences

NP

HEP

Fusion

Biology

Astronomy

Overall Priorities: Experiment/Observation-Driven Sciences

Workflow, dataflow,
data transformation

Metadata, data
description and

logical organization 

Efficient access and
queries, data

integration

Distributed data
management, data

movement, networks

Storage and
caching

Data analysis,
visualization and

integrated
environment 

Chemistry/Comb
ustion

Biology

Overall Priorities: Information-Intensive Sciences
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Priorities for Additional Resources
Nanoscience

Fusion

Combustion

Climate

Biology

Astrophysics

Priorities for Additional Effort: Simulation-Intensive Sciences

NP

HEP

Fusion

Biology

Astronomy

Priorities for Additional Effort: 
Experiment/Observation-Intensive Sciences

Workflow, dataflow,
data transformation

Metadata, data
description and

logical organization 

Efficient access and
queries, data

integration

Distributed data
management, data

movement, networks

Storage and
caching

Data analysis,
visualization and

integrated
environment 

Chemistry/Com
bustion
Biology

Priorities for Additional Effort: Information-Intensive Sciences
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Observations (1)

• Application sciences may be grouped as:
– Simulation driven
– Experiment/Observation driven
– Information intensive

• Sciences within a group have very similar 
needs and priorities;

• Inter-group differences are striking;
• Every computer-science area is high-priority 

for at least one group.
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Observations (2)

• Application sciences fund most of the data-
management R&D;
– Big science is surviving, but faces increasing 

difficulties
– Small science is drowning.

• The CS-funded effort is well-regarded, but:
– It is far too small
– Hardening+packaging, support+maintenance are 

almost unrewarded and therefore dangerously 
inadequate.

• CS-application collaboration is productive.
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Recommendation
An Office of Science Data-Management Program

• About $50M/year initially:
– Half is new money
– Half is from existing application and CS funding.

• Program Director
– Align the program with evolving Office of Science needs
– Ensure continuing buy-in by application science programs

• Guidelines for Proposals
– Application-CS collaboration encouraged
– Application-Application collaboration encouraged
– Application-science contribution to funding is a major 

validation of the priority of the work.

• SciDAC is a good model. 
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